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Abstract

The National Fire Agency (NFA) and National Police Agency (NPA) have

defined risk levels based on the severity of disasters. Risk-level data possess

the characteristics of ordinal data such as NPA’s Emergency Service Response

Code (ESRC) data, which are classified based on their magnitudes (from C0 to

C4). In this study, we propose a distance mean-square (DiMS) loss function to

improve the accuracy of ordinal data classification. The DiMS loss function

calculates loss values based on the distances between the predicted and true

labels: value distances (commonly used in regression analysis for magnitude

data) and probability distances (typically used in classification analysis).

Therefore, the DiMS loss function contributes to improved accuracy when

classifying ordinal data, such as ESRC. In addition, using the DiMS loss func-

tion, we achieved state-of-the-art performance in classifying the SST-5 data,

which is a representative ordinal dataset. The DiMS loss function for ordinal

classification enabled accurate risk recognition. Thus, accurate risk recognition

using the DiMS loss function enhances disaster response.

KEYWORD S
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1 | INTRODUCTION

To respond to disasters and minimize damage, it is
important to recognize the severity of disaster situations.

The National Fire Agency (NFA) and National Police
Agency (NPA) of South Korea established risk levels for
emergency situations, such as the Emergency Service
Response Code (ESRCs), ranging from C0 to C4 [1]. C0
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refers to a state of major crimes in progress, C1 indicates
an imminent or ongoing threat to life, C2 represents a
potential threat to life, C3 denotes a state in which an
investigation or expert consultation is required, and C4
signifies a situation in which no dispatch is required.
For more information, please refer to Section 4.1. These
ESRCs are ordinal data classified according to severity.
When emergency calls are received, such as the 112 emer-
gency calls in South Korea, the emergency dispatch
response system recommends appropriate response
guidelines based on ESRCs. ESRCs are classified as ordi-
nal data based on their severity.

Our study focused on ordinal classifications such as the
ESRC classification. Ordinal classification is a classification
task for multiclass problems in which labels have an
ordered sequence, and classification respects this mono-
tonic relationship. Ordinal classification refers to the classi-
fication of target variables that exhibit natural ordering [2].
Suppose that U ¼ x1, …, xn is the set of objects, and xi has
attributes ai �A or label di �D. The ordinal features of
the data denote ordered labels, such that aj ≤ ak or
dj ≤ dk, where xj ≤ xk [3]. For instance, evaluations can
include “very bad,” “bad,” “neutral,” “good,” and “very
good,” and grades can include “A,” “B,” “C,” and “D.”

Recent studies on ordinal classification have addressed
ordinal characteristics by integrating ranking methods or
adjusting loss functions. Ranking-based approaches aim
primarily to enhance ordinal regression performance for
unseen continuous labels [4–6]. Meanwhile, modifying the
loss function often involves assigning weights to each label
to improve learning efficiency [7, 8]. In the case of ESRCs,
the labels are predefined, and the dataset is sufficiently
large to mitigate concerns regarding unseen values or data
imbalance. Given these conditions, instead of approaching
the task as a regression problem for continuous values, we
framed it as a classification problem.

Our study proposes a distance mean-square loss func-
tion for ordinal classification, which is a modified version
of ordinal log loss [7]. DiMS calculates loss by measuring
the distance between the predicted and true labels using
two metrics: value distances for magnitude data and
probability distances for classification. Accordingly, our
research demonstrated the high performance of the DiMS
loss function in the classification of ESRCs. We showed
that DiMS can be effectively applied to ESRC classifica-
tion, achieving high accuracy. Furthermore, we demon-
strated the effectiveness of the DiMS loss function in
general ordinal classification tasks. Through the experi-
ments, we obtained state-of-the-art results for the SST-5
sentiment classification problem, which is a well-known
benchmark for text classification with ordinal properties.
This result proves that DiMS is suitable not only for spe-
cific tasks such as ESRC classification but also for

broader ordinal text classification settings such as senti-
ment analysis, in which the data have an inherent order.
As disaster impact patterns become more diverse and
complex, risk levels, such as ESRCs, can be further
divided into more detailed ordinal datasets. Using DiMS,
it is possible to accurately detect finer risk levels during
disasters. Accurate detection of risk levels using DiMS
will enable appropriate disaster responses, ultimately
reducing the damage caused by disasters.

2 | RELATED WORKS

2.1 | Emergency response system

The artificial intelligence (AI) technical architecture for
call centers, which forms the overall structure of the
AI-based support system, was proposed previously [9]. A
previous study [10] proposed a system for general
emergency-response situations. Another study [1] pro-
posed a crime response system that can be applied to real-
world scenarios based on the degree of danger. In addi-
tion, [11] introduced a crime spot prediction model that
can be used to prevent emergencies by estimating the
number of crimes. [12] proposed a multimodal model that
combines bidirectional long short-term memory
and graph convolutional networks (GCN) for text and con-
volutional neural networks and transformers for images,
which showed strong performance in crisis classification.

2.2 | Text classification

Traditionally, neural network-, convolutional neural
network-, and recurrent neural network-based models
have been used in classification tasks [13–16]. Feed-
forward neural networks with Word2Vec, GloVe, and
recurrent neural network-based long short-term memory
have been used for text classification [15, 17, 18]. In addi-
tion, graph-based methods using GCN and BertGCNs have
been proposed [19, 20]. The most frequently used method
is the transformer-based approach [21–24]. Fine-tuning
pretrained large language models is the most common
method for achieving good performance in natural lan-
guage processing tasks, including classification [25].

2.3 | Ordinal classification

Some research studies have been conducted on ordinal
classification [26]. Ordinal entropy-based methods that
apply weights at the activation-function stage before
using cross-entropy in the loss function have been
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proposed [27]. Weighted Kappa is a well-known method
for ordinal classification [28]; however, this method
exhibits moderate accuracy. Ordinal log loss and class--
distance-based cross entropy are effective methods for
ordinal sentence classification [7, 8].

2.4 | Ordinal regression

Ordinal regression is a technique that enhances regres-
sion performance by leveraging the ordinal nature of
datasets. Tasks such as age estimation and average score
prediction are typically framed as regression problems
because of the continuous nature of their labels. To
address this problem, ranking-based approaches were
introduced for ordinal regression [4–6]. However, these
methods differ slightly because they primarily focus on
regression while effectively learning from infrequent
labels in the training data.

3 | METHODS

3.1 | Distance mean-square loss function

We propose a distance mean-square (DiMS) loss
function motivated by the weight determination process
of the ordinal log loss and class-distance-based cross-
entropy [7, 8]. The DiMS loss function replaces the
weight with the power distance between the label and
the target. The DiMS loss function is defined as follows
and can be expressed mathematically as

LðT,Y θ;αÞ¼ 1
nl

Xn
i¼1

Xl

j¼1

ðjAðTiÞ� jjþ1Þα Tij�Y θ
ij

� �2
, ð1Þ

where T �ℝl�n is the target matrix representing one-hot
encoding, Y θ �ℝl�n is the prediction from a classification
model with parameters θ,α is the hyperparameter that
needs to be tuned experimentally, l is the number of
labels, and n is the batch size. Ti is an array consisting of
zeros except when Tij is 1, which indicates the target
index j. AðTiÞ represents the argmax of Tij, as shown
below.

AðTiÞ¼ argmax
1≤ j≤ l

Tij: ð2Þ

Figure 1 shows the DiMS calculation using six labels.
DiMS assigns higher penalties to predictions that deviate
further from the correct label, whereas smaller penalties
are assigned to predictions that deviate less from the
correct label.

3.2 | Training algorithm

The training algorithm followed the standard procedure
used in known neural network model learning processes,
with the only difference being the loss function, as shown
in Algorithm 1. The model parameters were updated by
minimizing the loss function using the values predicted
by the model. The optimization direction was determined
using an optimizer. Algorithm 1 describes the learning
process of the proposed model.

4 | CLASSIFICATION FOR
EMERGENCY SERVICE
RESPONSE CODES

In this section, we describe the methods used for ESRC
classification. To respond effectively to crime scenes,
it is crucial to classify and prioritize the urgency and

F I GURE 1 Example of the distance mean-square (DiMS)

calculation with six labels.
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importance of police responses to reported situations.
Therefore, the ESRC was proposed to enable a more effi-
cient and appropriate police response. To further improve
this system, an emergency response decision support sys-
tem should be developed, and more accurate text classifi-
cation techniques should be applied.

4.1 | ESRC dataset description

ESRCs is an unpublished dataset that matches emergency
response codes to report sentences received in Korea.
Emergency response codes categorize responses into five
levels, from the most urgent (C0) to situations in which
dispatch is not required (C4). A detailed breakdown of the
emergency code classification criteria is provided below:

1. C0: Code 1 cases, including crimes in progress and
violent crimes.

2. C1: Cases where there is an imminent or ongoing
danger to life or body, immediately after the inci-
dent, or when the person is an active criminal.

3. C2: Situations where there is a potential risk to life
or body, or for crime prevention purposes.

4. C3: Cases where immediate on-site action is unnec-
essary, but an investigation or professional consulta-
tion is required.

5. C4: Non-urgent complaints or counseling reports.

The data were organized by labeling the response
codes based on 16376 police reports, including codes C0–
C3. The data were divided into 11522, 2432, and 2422
entries (in a 6:2:2 ratio) and classified as training, valida-
tion, and test data, respectively. Examples of the emer-
gency service response data are as follows:

1. C0: We are fighting, and my husband is holding a
knife, threatening to kill me.

2. C1: A major accident occurred between a bus and a
vehicle.

3. C2: A group tried to assault one person, but they
stopped. They ran away, so please check.

4. C3: A male passenger is drunk in a taxi and will not
wake up.

4.2 | Training strategy

ESRC is an ordinal classification problem. The target
labels are based on urgency, and this inherent character-
istic can be leveraged to improve performance.

The training data consisted of Korean input texts with
ESRCs labels. These labels were categorized into five

levels (from C0 to C4) depending on the urgency of police
support required.

Improving performance by upgrading the model
alone may be ineffective because of the curse of dimen-
sionality. However, the ordinal classification approach
presented in this study is efficient and demonstrates
excellent performance.

The model-learning process follows the procedure
outlined in Algorithm 1 in Section 3.2. We fine-tuned a
pretrained encoder-based large language model—
currently one of the best-performing models for classifi-
cation problems—using supervised learning to achieve
optimal performance [29].

4.3 | Experiments

Experiments were conducted using the proposed method
and the DiMS loss function. Our methods were compared
with cross-entropy (CE), mean-square error (MSE), and
ordinal log loss (OLL) functions under the same condi-
tions. In previous studies, OLL exhibited significantly
better performance in ordinal classification compared to
the others; therefore, we selected OLL as the primary
comparison target [7] (Table 1).

The experimental setup is presented in Table C2 in
Appendix C.

An accuracy of 87.8% was achieved using the DiMS
and the Korean RoBERTa model. The DiMS loss func-
tion outperformed the existing CE loss and showed a
slight improvement over OLL in ordinal classification.
We confirmed that the DiMS loss function outper-
formed the strong baseline OLL in terms of accuracy,
mean absolute error, and quadratic-weighted kappa.
This suggests that applying ordinal weights to mean-
square error may be more effective than applying them
to cross-entropy. Interestingly, MSE, which was not
originally designed for classification, performed better
than CE. This suggests that DiMS, which applies
distance-based weighting to MSE, may be more effec-
tive than OLL, which applies distance-based weighting
to CE.

TABL E 1 Benchmark results for ESRC classification.

Model ACC QWK MAE

KLUE RoBERTa large + CE 0.783 0.570 0.245

KLUE RoBERTa large + MSE 0.852 0.761 0.151

KLUE RoBERTa large + OLLα¼2 0.863 0.771 0.147

KLUE RoBERTa large + DiMSα¼2 0.878 0.788 0.141

Note: Our method “DiMS” shows the best performance; therefore, we
emphasize it in bold.
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5 | CONCLUSION

In this study, we proposed a distance loss function called
DiMS, which can efficiently train neural network models
for ordinal classification tasks. The contributions of this
study are as follows.

First, DiMS demonstrated slightly better performance
than other loss functions across various ordinal classifica-
tion tasks. Based on DiMS, we present a new approach
for classifying emergency service response codes. Instead
of a model-based method, we adopted a method that uses
the characteristics of classified data.

In future studies, we plan to conduct a comprehen-
sive quantitative analysis to rigorously validate the
effectiveness of the DiMS loss function in ordinal classifi-
cation. Although we have demonstrated its performance
and provided qualitative insights, establishing its
advantages through quantitative metrics remains chal-
lenging. Furthermore, we aim to apply DiMS to broader
decision-making systems beyond emergency response
classification, potentially enhancing support for police
operations. These directions will be the focus of our
future studies.
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APPENDIX A: Effect of α

α is a hyperparameter used to adjust the weighting in the
DiMS loss function. Because the degree of ordinal charac-
teristics in a dataset is often unknown, optimizing α to
obtain the best results is challenging. This parameter con-
trols how much the contribution to the loss is weighted
as the distance between predicted and true classes
increases. To explore the impact of α, we conducted
experiments using a custom dataset generated with
Scikit-learn [30].

We conducted the experiments using a custom data-
set generated with the make_regression function in the
Scikit-learn package [30]. We created 10,000 data points
with 99 features, of which only ten were related to the
target values. Subsequently, we separated the range of
values and labeled them in increasing order. Thus, the
dataset exhibited ordinal characteristics.

We conducted the following experiments under cer-
tain conditions: The data were divided into training and
test sets at a ratio of 8:2, and each experiment was con-
ducted with 5, 7, 10, 15, 20, and 50 labels. We experimen-
ted with how DiMS works depending on the number of
labels. The MLP models and experimental setup were
almost identical, except for the following: The detailed
experimental setup is presented in Appendices C and
Table C2.

Table A1 lists the performances of each hyperpara-
meter α for various numbers of labels. The experiments
showed that α should be carefully adjusted for optimal
performance. The best results were obtained when
α¼ 0:3,0:5,1,1:5,2:5, and 3. However, when α is exces-
sively large (e.g., α¼ 5), the performance decreases.
Based on these results, we recommend tuning the α value
within the range of 0.3 to 3 to achieve high performance.
Additionally, we observed an interesting trend: As the
number of labels increased, a smaller α value tended to
be more suitable for learning.

TABL E A 1 Experimental results of loss functions according to

α.

α 0.3 0.5 1 1.5 2 2.5 3 5

5 96.5 96.8 97.1 96.9 97.1 97.0 97.2 97.1

7 95.7 96.2 96.6 96.7 96.5 96.7 96.3 96.0

10 93.3 94.3 94.7 94.7 94.6 94.6 94.4 93.1

15 91.0 92.3 92.5 92.3 92.3 92.0 91.8 87.3

20 89.4 90.4 89.8 89.9 89.9 89.6 88.6 77.5

50 78.8 78.6 73.3 76.7 73.2 67.8 61.7 32.8

Note: The bold text indicates the highest accuracy outside the 99%
confidence interval error range.
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APPENDIX B: DiMS on SST-5

In this section, we demonstrate the effectiveness of DiMS
for other text classification problems. We trained the
language model on the full SST-5 [31] dataset, which is
widely used in text classification tasks. It is one of the
most commonly used benchmarks for ordinal classifica-
tion problems.

The experiments were conducted by fine-tuning the
RoBERTa-large [23] pretrained models without altering
the model architecture. Similar to the previous ESRCs
classification task, it was trained using ordinal learning
with DiMS (Algorithm 1 in Section 3.2). The detailed
experimental setup can be found in Appendix C and
Table C1.

As shown in Table B1, our RoBERTa-DiMSα¼2 model
outperformed all other methods, including OLL, across
all metrics, such as accuracy, mean absolute error, and
quadratic weighted Kappa. It achieved a classification
accuracy of 0.618 on the SST-5 dataset, setting a new
state-of-the-art score. This demonstrates that DiMS is
more effective than OLL in various tasks.

APPENDIX C: Experimental Details

We experimented with ordinal classification using the
ESRCs, custom Scikit-learn dataset [30], and SST-5 [31].
The experiments followed the procedure outlined in
Algorithm 1. The detailed experimental setup is pre-
sented in Tables C1 and C2. The code was executed on
an RTX 4090 GPU.

C.1 | Text classification

For text classification, the model was built by adding a
linear layer for classification and dropout layers to pre-
trained models, such as BERT and RoBERTa. The text
data were preprocessed into special tokens to enable
learning with the BERT-based model. Specifically, tokens
½cls� and ½sep� were added before and after the data,
respectively.

C.2 | Numerical ordinal classification

The ordinal classification model is composed of two lin-
ear layers. To enhance training stability, batch normali-
zation, dropout, and ReLU activation functions were
applied between the two linear layers.

TAB L E B 1 Benchmarks on the SST-5 dataset.

Model ACC QWK MAE

RoBERTa large + CE 0.583 0.682 0.774

RoBERTa large + MSE 0.602 0.714 0.751

RoBERTa large + OLLα¼1:5 0.610 0.718 0.739

RoBERTa large + DiMSα¼2 0.618 0.728 0.731

Note: Our method “DiMS” shows the best performance; therefore, we
emphasize it in bold.

TABL E C 2 Experimental setup for the ordinal classification.

Parameter Value

Learning rate 1e�6

Hidden layer 250

Dropouts 0.1

Optimizer AdamW

Scheduler Step learning rate

Note: All the experiments followed the setup described here.

TABL E C 1 Experimental setup for SST-5 text classification.

Parameter Value

Maximum (max) text length 512

Batch size 16

Learning rate 1e-6

Dropouts 0.3

Optimizer AdamW

Scheduler Linear schedule with warmup

Note: All the experiments followed the setup detailed here.
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